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ABSTRACT

Analog-to-digital converters (ADCs) of low-resolution are promis-
ing for future wireless communications systems that require low
power consumption and low hardware complexity. In this study, we
investigate a waveform design for a bandlimited multi-user MIMO
downlink scenario with 1-bit quantization and oversampling at the
receivers. The novel modulation implies that the information is
conveyed into the time instances of zero-crossings. Different to
prior studies, the proposed precoding method minimizes the trans-
mit power while taking into account quality of service constraints in
terms of the minimum distance to the decision threshold. Unlike the
precoding methods with a total power constraint, the bit error rate
decreases significantly faster as a function of the average SNR.

Index Terms— 1-bit, quantization, oversampling, precoding,
Internet-of-Things

1. INTRODUCTION

Modern communication systems have as requirements the support
of a large number of devices and data. One of the most promising
applications for future communications is internet of things (IoT).
These communications networks require low energy consumption
and low complexity devices. In this sense, using a low resolution
analog-to-digital converter (ADC) at the receiver could facilitate the
realization of simple IoT devices with long battery life.

Achieving resolution in time is less challenging than resolution
in amplitude, e.g., [1]. So it is promising to compensate the loss due
to 1-bit quantization by oversampling in time w.r.t. the Nyquist rate.

Considering a Zakai bandlimited process, the author in [2]
shows that in the noiseless case, rates of log2(MRx + 1) bits per
Nyquist interval are achievable by MRx-fold oversampling. This
process is constructed by conveying the information within the time
instances of zero-crossings. Studies related to systems with 1-bit
quantization and oversampling at the receiver have been conducted
for SISO channels as in [3–9]. Moreover, for MIMO systems the
studies in [10–12] present novel precoding schemes for 1-bit quan-
tization and oversampling at the receiver. The approaches in [11]
and [12] rely on zero-crossing modulation, where unlike the ap-
proach in [2], the absence of zero crossing is also considered as a
transmit symbol. The study in [11] considers a temporal precoder
which maximizes the minimum distance to the decision threshold,
while in [12] the temporal and spatial precoder is optimized based
on the minimum mean squared error (MMSE) criterion. Moreover,
the multiuser MIMO uplink channel with 1-bit quantization and
oversampling is studied in [13–15].

In this study, we consider a bandlimited multiuser MIMO down-
link system for receivers with 1-bit quantization, considering the

novel time instance zero-crossing modulation similar to the approach
in [11]. The precoding task is solved based on a convex optimization
problem which minimizes the transmit energy per user taking into
account the quality of service (QOS) constraint. Similar to the strat-
egy proposed in [16] for intelligent reflecting surfaces, the problem
formulation expresses the QOS in terms of the minimum distance to
the decision threshold.

The rest of this paper is organized as follows: First, in Sec. 2.
the system model is detailed. Afterwards, in Sec. 3 we describe the
proposed time-instance zero-crossing modulation, the optimization
problem for QOS temporal precoding, and the detection process.
Then the numerical results are presented in Sec. 4. Finally, we draw
conclusions in Sec. 5.

Notation: In the paper all scalar values, vectors and matrices are
represented by a, x and X , respectively.

2. SYSTEM MODEL
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Fig. 1: Multiuser MIMO system model

We consider a multiuser MIMO scenario, as depicted in Fig. 1.
The system consists of Nt transmitting antennas at the base station
(BS) and Nu single antenna users. At the BS, the transmit sequence
per-user k, denoted as xk, is temporally and spatially precoded.

Initially, each symbol stream xk = xkI + jxkQ, of N com-
plex symbols, is modulated through the time-instance zero-crossing
(ZC) modulator. The output of the ZC modulator is termed coutk ∈
CNtot , whereNtot =MRxN+1 andMRx is related to the sampling
rate MRx

T
. Subsequently, the coutk pattern is fed into the temporal

QOS precoder which yields the precoded vector pxk
∈ CNq , where

Nq =MTxN + 1 and MTx is associated to the signaling rate MTx
T

.
Afterwards, the temporally precoded sequences are spatially

precoded using the matrix P sp ∈ CNt×Nu and converted to a contin-
uous waveform with an ideal digital-to-analog converter (DAC) and



the pulse shaping filter with impulse response gTx(t). The received
signal passes the receive filter with impulse response gRx(t) and
then is 1-bit quantized. The signal is MRx-fold oversampled w.r.t
the Nyquist rate such that the sampling rate is MRx

T
= MMTx

T
. The

combined waveform determined by the transmit and receive filter is
given by v(t) = gTx(t) ∗ gRx(t).

Furthermore a flat fading channel is considered, described by the
channel matrix H ∈ CNu×Nt . The received signal Z ∈ CNu×Ntot

where Ntot =MRxN + 1 can be expressed by the matrix

Z = Q(HP spP x +NGT
Rx), (1)

where Q(·) denotes the element-wise applied quantization operator
due to the 1-bit ADC. The matrix P x is formed by stacking the trans-
mit signal of the Nu users, such that

P x =
[
(V Upx1)

T; (V Upx2)
T; . . . ; (V UpxNu

)T
]

,

where the waveform matrix of dimensions Ntot ×Ntot reads as

V =


v (0) v

(
T

MRx

)
· · · v (TN)

v
(
− T

MRx

)
v (0) · · · v

(
T
(
N − 1

MRx

))
...

...
. . .

...
v (−TN) v

(
T
(
−N + 1

MRx

))
· · · v (0)

 .

(2)

The matrix U which describes theM -fold upsampling operation has
dimensions Ntot ×Nq and its entries are defined by

Um,n =

{
1, for m =M · (n− 1) + 1

0, else.
(3)

Moreover, N ∈ CNu×3Ntot is the matrix which contains the i.i.d.
complex Gaussian noise samples with zero mean and variance σ2

n.
The matrix GRx represents the receive filter and reads as

GRx = aRx


[
gT

Rx

]
0 · · · 0

0
[
gT

Rx

]
0 · · · 0

. . .
. . .

. . .
0 · · · 0

[
gT

Rx

]


Ntot×3Ntot

, (4)

with gRx = [gRx(−T (N + 1
MRx

)), gRx(−T (N + 1
MRx

) + T
MRx

), . . . ,

gRx(T (N + 1
MRx

))]T and aRx = (T/(MRx))
1/2 is a normalization

factor where we assume a normalized impulse response such that∫ ∞
−∞

gRx(t)
2dt = 1. (5)

Considering perfect channel state information, the conventional spa-
tial zero-forcing (ZF) precoding matrix [17] is described by

P sp = czfP zf with P zf = HH
(
HHH

)−1

, (6)

where the ZF scaling factor is given by

czf =

(
Nu/trace

((
HHH

)−1
)) 1

2

. (7)

The channel and precoding matrices can be expressed as HP sp =
βI where β refers to the beamforming gain. Equation (1) can be
rewritten as

Z = Q(βP x +NGT
Rx), (8)

Table 1: Time-instance ZC precoding for MRx = 2.

Input Output [cT
s,2i, c

T
s,2i+1]

p2i−1 = +1 p2i−1 = −1
000 +1 + 1 + 1 + 1 −1 − 1 − 1 − 1
001 +1 + 1 + 1 − 1 −1 − 1 − 1 + 1
011 +1 + 1 − 1 − 1 −1 − 1 + 1 + 1
010 +1 − 1 − 1 − 1 −1 + 1 + 1 + 1
110 +1 − 1 − 1 + 1 −1 + 1 + 1 − 1
111 −1 − 1 − 1 + 1 +1 + 1 + 1 − 1
101 −1 − 1 − 1 − 1 +1 + 1 + 1 + 1
100 −1 − 1 + 1 + 1 +1 + 1 − 1 − 1

Table 2: Time-instance ZC precoding for MRx = 3.

Input Output cT
s,i

pi−1 = +1 pi−1 = −1
00 +1 + 1 + 1 −1 − 1 − 1
01 +1 + 1 − 1 −1 − 1 + 1
11 +1 − 1 − 1 −1 + 1 + 1
10 −1 − 1 − 1 +1 + 1 + 1

and the signal at the k-th user can be written as a column vector as

zk = Q(βV Upxk
+GRxnk), (9)

where the vector nk ∈ C3Ntot contains i.i.d. complex Gaussian noise
samples with zero mean and variance σ2

n. The next section describes
the temporal precoding method to construct the vector px based on a
time-instance zero-crossing modulation.

3. PROPOSED TIME-INSTANCE ZERO-CROSSING
PRECODING

In this section, the method to construct the precoding vector pxk
which conveys the information in the zero-crossing time instances of
the received signal is described. The process starts with the construc-
tion of the desired output pattern coutk at the receiver through the
time-instance zero-crossing modulator. Then the sequence is feed
into the QOS temporal precoding process and finally the spatial pre-
coder is applied.

3.1. Time-Instance Zero-Crossing Mapping

The time-instance zero-crossing modulation has been introduced in
the studies [11] and [12]. For channels with 1-bit quantization and
oversampling the Nyquist interval can be represented by MRx sam-
ples which implies MRx sub intervals per symbol.

The symbols with input cardinality Rin = MRx + 1 are associ-
ated to the presence in one of the MRx sub intervals or the absence
of zero-crossing during the Nyquist interval. This means that the
information is conveyed into the time-instances of zero-crossings
of the signal. With the above method, each symbol can convey
log2(MRx + 1) bits, per real dimension.

In relation to the study proposed in [2] in which the construction
of a bandlimited process is presented with zero-crossings in each
Nyquist interval, this study considers also the absence of a zero-
crossing for one of the symbols from Rin, which implies fewer zero-
crossings in the entire sequence. The output pattern coutk is built in
a similar and independent way for all users and for the in-phase and
quadrature components of the transmit sequence xk. Each Nyquist
interval is mapped into the segment cs,i of MRx samples, where the
information is conveyed within the desired interval. Each cs segment
of each symbol is associated with two different codewords given the
dependence on the last sample ρi−1 of the previous segment cs,i−1.



Nevertheless, both codewords convey the same information about
the allocation of the zero-crossing time-instance. Finally the com-
plete coutk pattern of user k is formed by the concatenation of the
corresponding cs segments of each Nyquist interval, which reads as
coutk = [pb, c

T
s,0, . . . , c

T
s,N-1]

T of length NMRx +1. The pilot signal
pb ∈ {1,−1} is included as the first sample due to the dependence
of the codeword on the last sample of the previous segment.

The zero-crossing assignments, used in this study, for each sym-
bol are shown in Table 1 and Table 2. In the case of MRx = 2,
three input bits are mapped over two consecutive symbols in order to
reduce the conversion loss for this case when mapping bits to sym-
bols. The next section explains the construction of the temporally
precoded vector pxk

, given the desired output pattern coutk .

3.2. Optimization problem for QOS temporal precoding

In the following, we develop a precoding method that minimizes the
per user transmit energyE0k in combination with a constraint on the
minimum distance to the decision threshold denoted by γ. This sec-
tion describes how to obtain the optimal temporal precoding vector
pxk

by solving a convex optimization problem. By considering the
spatial ZF precoder, as explained in Sec. 2, the transmit energy per
user can be defined by

E0k = pH
spk

pspk
[(WpxkI

)T(WpxkI
)+ (10)

(WpxkQ
)T(WpxkQ

)],

where pspk
denotes the k-th column of P sp, W = GT

TxU , and GTx

denotes a Toeplitz matrix of size Ntot × 3Ntot, which is given by

GTx = aTx


[
gT

Tx

]
0 · · · 0

0
[
gT

Tx

]
0 · · · 0

. . .
. . .

. . .
0 · · · 0

[
gT

Tx

]
 , (11)

with aTx = (T/MTx)
1/2 and gTx =

[
gTx(−T (N +M−1

Tx )),

gTx(−T (N +M−1
Tx ) + T M−1

Tx ), . . . , gTx(T (N +M−1
Tx ))

]T . The
prefactor pH

spk
pspk

in (10) is independent of pxk
so it is ignored

for the individual optimization problems of the users. The convex
optimization problem is solved in a similar and independent way
for all users and for the in-phase and quadrature components of the
transmit sequence xk. The optimization problem is expressed as a
convex quadratic program given by

min
pxkI/Q

(WpxkI/Q
)T(WpxkI/Q

)

subject to: BkpxkI/Q
� −γa,

(12)

where
Bk =− β

(
CkI/QV U

)
Ck =diag

(
coutkI/Q

)
a =1 ∈ RMRxN+1.

(13)

pxkI/Q
represents the in phase or quadrature components of pxk

this is pxkI
or pxkQ

respectively The constraint in (12) ensures
that the noise free received signal after quantization is equal to
coutkI/Q

. The symbol � in (12) constrains each element of the
vector BkpxkI/Q

to be less than or equal to −γ such that the mini-
mum distance of the samples of the received signal to the decision
threshold is equal to γ. Implicitly, the optimization problem shapes

the waveform y(t) at the receiver, which is described in the discrete
model by βV Upxk

for the noiseless case. Considering the matrix
P xTx given by

P xTx =
[
(GT

TxUpx1)
T; (GT

TxUpx2)
T; · · · ; (GT

TxUpxNu
)T
]

. (14)

The total transmit energy per block can be cast as

ETx = trace
(
P spP xTxP

H
xTxP

H
sp

)
. (15)

The next section describes the detection process at the receiver.

3.3. Detection

The detection process is based on the Hamming distance as consid-
ered in prior works [10], [11], and [12]. Given the requirement of
low complexity receivers, a simple detection process is favorable.
The detection of the time-instance zero-crossing is based on ρi−1 by
performing a backward mapping process to the modulation.

Taking into account the received signal (1), sub-sequences zb,i

are constructed such that zb,i = [ρi−1, cs,i−1] ∈ {+1,−1}MRx+1.
Through the sequences zb, it is possible to perform the backward
mapping process by detecting the time-instance of the zero-crossing
and considering the Tables 1 and 2. The first symbol in the sequence
is detected by taking into account the pilot sample pb.

In a noise free environment it is possible to perform a perfect
recovery of the original segment by considering the backward map-
ping process

←−
d (·). However, in the presence of noise the segments

zb may have invalid values. In this case, the detection rules based
on the Hamming-distance metric [10] are considered, which read as

x̂i =
←−
d (c) , where c =arg min

cmap
Hamming (zb,i, cmap) ,

where Hamming (zb,i, cmap) =
∑MRx+1

n=1
1
2
|zb,i,n − cmap,n|. The

subsequences cmap = [pi−1, cs,i]
T refer to the set of valid code-

words presented in Tables 1 and 2.

4. NUMERICAL RESULTS

In this section, the numerical results are presented and discussed.
The simulation parameters correspond to Nt = 8 transmit antennas
and Nu = 2 single-antenna users. The number of transmit symbols
isN = 30. The entries of the channel matrix H are i.i.d. zero-mean
complex Gaussian distributed with unit variance. The transmit and
receive filters are RC and RRC filters, respectively with εRx = εTx =
0.22 as in [10–12]. Furthermore, different values of MRx and MTx

are considered. Relating γ and the noise power spectral density N0,
we consider that γ = c σn, where c is a positive scalar value. The
signal to noise ratio (SNR) is defined as

SNR =
ETx/(NqT )

N0(1 + εTx)/T
=

ETx

NqN0(1 + εTx)
, (16)

where ETx is the average transmit energy per block for a given c.
Considering the total number of transmit bits Nb per user and di-
mension, the relation Eb/N0 is defined as follows

Eb

N0
=

ETx

2NbNuN0
, (17)

where Eb is the average energy per bit. and N0 = σ2
n . In Fig. 2 we

compare the average SNR provided by (16) and (15) vs the scalar
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factor c. The simulation results are presented for different sets of
MRx and MTx. As expected, when increasing the value of c the av-
erage SNR increases for all the evaluated configurations. The con-
figuration that achieves higher average SNR values corresponds to
MRx = 3,MTx = 1 involving higher transmit energy. The set
MRx = MTx = 2 corresponds to the set with the lowest energy
requirement for transmission with given QOS. Fig. 3 illustrates the
BER against the factor c, which confirms that the considered QOS
constraint is a suitable design criterion. Increasing c yields a larger
minimum distance to the decision threshold which then improves
the detection performance. Fig. 4 we compare the BER vs the aver-
age SNR from Fig. 2. As expected the set MRx = 2,MTx = 2
achieves the best performance in terms of the BER. The BER is
also presented in terms of the Eb

N0
following (17) as shown in Fig. 5.

As expected, the configuration with the best performance is the set
MRx = 2,MTx = 2. Note that the case with MRx = 3 leads to a
higher spectral efficiency in comparison to MRx = 2.

5. CONCLUSIONS

In this work, the zero-crossing precoding method for a bandlimited
multi-user MIMO downlink scenario, with 1-bit quantization and
oversampling at the receiver, is proposed. Different to prior studies

0 5 10 15 20
10−3

10−2

10−1

Time-instance
RLL

average SNR [dB]

B
E

R

MRx = MTx = 2

MRx = 2,MTx = 1

MRx = 3,MTx = 1

MRx = MTx = 3

Fig. 4: BER vs average SNR

−4 −2 0 2 4 6 8 10 12
10−3

10−2

10−1

Time-instance
RLL

Eb/N0 [dB]

B
E

R

MRx = MTx = 2

MRx = 2,MTx = 1

MRx = 3,MTx = 1

MRx = MTx = 3

Fig. 5: BER vs Eb/N0

the proposed approach minimizes the transmit energy while taking
into account quality of service constraints. The numerical results
confirm that the design criterion with QOS constraints is suitable
for the realization of reliable communication systems. In contrast to
the precoding method with a total power constraint [11], the BER
decreases significantly faster with the average SNR.

In the numerical results among the considered scenarios, we
found that the minimum transmit energy is achieved for the case
MRx = 2,MTx = 2, which corresponds to the best performance in
terms of the BER. On the other hand, scenarios with a higher reso-
lution in time with MRx = 3 support a higher data rate.
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